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Demonstration of hot-spot fuel gain 
exceeding unity in direct-drive inertial 
confinement fusion implosions
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Irradiating a small capsule containing deuterium and tritium fuel directly 
with intense laser light causes it to implode, which creates a plasma hot 
enough to initiate fusion reactions between the fuel nuclei. Here we report 
on such laser direct-drive experiments and observe that the fusion reactions 
produce more energy than the amount of energy in the central so-called 
hot-spot plasma. This condition is identified as having a hot-spot fuel 
gain greater than unity. A hot-spot fuel gain of around four was previously 
accomplished at the National Ignition Facility in indirect-drive inertial 
confinement fusion experiments where the capsule is irradiated by X-rays. 
In that case, up to 1.9 MJ of laser energy was used, but in contrast, our 
experiments on the OMEGA laser system require as little as 28 kJ. As the 
hot-spot fuel gain is predicted to grow with laser energy and target size, our 
work establishes the direct-drive approach to inertial fusion as a promising 
path towards burning and ignited plasmas in the laboratory. Additionally, 
we report a record (direct-drive) fusion yield of 0.9 kJ on OMEGA, which we 
achieved with thin-ice deuterium–tritium liner targets.

In laser-driven inertial confinement fusion (ICF)1–3, energy is rapidly 
coupled to the surface of a capsule containing cryogenic deuterium–
tritium (DT) fuel, which causes its outermost layer to ablate and the 
remaining spherical shell to implode via momentum conservation 

(that is, the ‘rocket effect’). This energy deposition could come in the 
form of near-ultraviolet laser light (direct drive)4, or the soft X-rays of 
a blackbody radiation field, generated when a high atomic number 
hohlraum is heated by a laser (indirect drive)5. In general, direct-drive 

Received: 23 February 2023

Accepted: 29 November 2023

Published online: xx xx xxxx

 Check for updates

1Laboratory for Laser Energetics, University of Rochester, Brighton, NY, USA. 2Department of Physics and Astronomy, University of Rochester, Rochester, 
NY, USA. 3Department of Mechanical Engineering, University of Rochester, Rochester, NY, USA. 4Plasma Science and Fusion Center, Massachusetts 
Institute of Technology, Cambridge, MA, USA. 5General Atomics, San Diego, CA, USA.  e-mail: cwilli86@ur.rochester.edu

http://www.nature.com/naturephysics
https://doi.org/10.1038/s41567-023-02363-2
http://orcid.org/0000-0002-2481-9008
http://orcid.org/0000-0002-3124-1355
http://orcid.org/0000-0003-2949-0341
http://orcid.org/0000-0003-3265-7210
http://orcid.org/0000-0003-0414-9999
http://orcid.org/0000-0002-5505-6808
http://orcid.org/0000-0001-5050-6606
http://orcid.org/0000-0003-0556-9434
http://orcid.org/0000-0002-2383-1275
http://orcid.org/0000-0002-9760-5991
http://orcid.org/0009-0001-8026-4174
http://orcid.org/0000-0002-7395-2438
http://orcid.org/0009-0005-0994-1055
http://crossmark.crossref.org/dialog/?doi=10.1038/s41567-023-02363-2&domain=pdf
mailto:cwilli86@ur.rochester.edu


Nature Physics

Article https://doi.org/10.1038/s41567-023-02363-2

on OMEGA, the hot spot is nearly transparent to the 3.5 MeV α particles 
born in DT fusion reactions and escape the hot spot without depositing 
their energy. Because the ion temperature, and hence the yield, is mini-
mally affected by α heating, it has been turned off in the simulations 
presented in Fig. 1. A linear fit applied to these simulated data reveals

Ghs = 8.83χ − 0.58,

which predicts a hot-spot gain of unity when χ ≈ 0.18. In these simula-
tions, shots begin surpassing Ghs = 1 when χ is as low as 0.15, while every 
shot satisfies the condition if χ > 0.2. The aforementioned improve-
ments made by the statistical modelling approach not only tripled 
the yield8 but also pushed χ to the region where Ghs on OMEGA would 
be expected to exceed 1.

The second important consequence of equation (2) is that further 
increases in yield (above the mark set in 2018) by factors of two or more 
on OMEGA necessitate a boost in Ehs, specifically. This is because raising 
χ by similar factors could only realistically be achieved with a change 
in the experimental scale itself, that is, by using an entirely new driver 
with a drastic increase in energy.

The National Ignition Facility (NIF) has probed this area of param-
eter space for nearly a decade. The first experimental demonstra-
tion of fusion energy exceeding the energy coupled to the fuel was in 
indirect-drive experiments fielded on the NIF, reported on in 2014 (ref. 19).  
The implosions discussed in that work used ∼1.9 MJ of laser energy to 
transfer 3.5–4.4 kJ to the hot spot, ultimately resulting in 14.4–17.3 kJ of 
fusion energy. These experiments were also noteworthy because they 
released more fusion energy than the kinetic energy of the in-flight 
shell. It was also determined that shot N131119 from that study had a 
yield twice as high as what would have been generated in the absence 
of α heating, a key milestone on the path to creating laboratory burning 
plasmas20 and, eventually, ignition21,22.

The current work details the earliest experiments to achieve 
hot-spot gain exceeding unity in cryogenic direct-drive ICF, accom-
plished on the OMEGA laser with a pulse energy as low as 28 kJ and 
negligible yield amplification from α heating. Achieving this result 
with a kilojoule-class laser has important implications for the prospect 
of pursuing ICF with megajoule-class lasers in a direct-drive format. In 
the companion paper to this publication, ref. 23 assert that these most 
recent shots would produce 1.6 ± 0.3 MJ if they were hydrodynamically 

ICF can be viewed as a series of energy transfer steps: laser energy is 
absorbed via inverse bremsstrahlung in the target’s tenuous plasma 
corona, then carried to the dense fuel payload by electron thermal 
conduction, and subsequently converted into kinetic energy of the 
imploding shell. The final transfer process occurs when the kinetic 
energy of the shell becomes internal energy of the central ‘hot-spot’ 
plasma, and the dense DT shell is halted by the hot spot’s rising pressure. 
As the shell reaches stagnation, the hot spot acquires the temperatures 
and densities required to produce copious thermonuclear fusion reac-
tions D + T → n (14.03 MeV) + α (3.53 MeV).

In general, performance is improved either by designing a more 
robust implosion, so that the adverse effects of hydrodynamic insta-
bilities6,7 are lessened, or by enhancing the energy coupled to the 
capsule. The former method was the primary source of improvement 
for the Omega Laser Facility at the University of Rochester’s Labora-
tory for Laser Energetics from 2016 to 2018, a period that saw the 
maximum neutron yield Yn rise from 5 × 1013 to 1.5 × 1014. This surge8 
was made possible through the use of statistical models9,10 that allow 
individual degradation mechanisms to be identified and addressed. 
While statistical modelling has been an indispensable tool for limiting 
yield degradation, yield is not the sole concern of experiments on the 
OMEGA laser system. The purpose of controlled fusion is to generate 
the thermonuclear instability known as ‘ignition’. In ICF, the onset 
of ignition occurs when fusion α particles deposit enough energy in 
the hot spot to outweigh losses due to thermal conduction, radiation 
and, when the hot spot eventually succeeds in repelling its confining 
shell, the plasma expansion. Ignition leads to a rapid increase in the 
hot-spot temperature, thereby driving a burn wave through the cold 
dense fuel that confines it11,12. A metric used to assess the proxim-
ity of an implosion to ignition is the Lawson criterion χ (with χ ≈ 1 
corresponding to ignition), derived originally as χ ≡ (Pτ)/(Pτ)ignition, 
where P is the hot-spot pressure and τ is the confinement time13. The 
Lawson criterion can be recast14 in terms of the neutron yield Y16 (in 
units of 1016 neutrons), the stagnated fuel mass Mstag (in mg) and the 
areal density ρR (in g cm−2)

χ = (ρR)0.61(0.12Y16Mstag
)
0.34

, (1)

and it is this form of χ that is used to gauge progress in OMEGA implo-
sions. The laser energy available on OMEGA is insufficient to drive a 
fuel assembly with enough mass and areal density to ignite. OMEGA 
delivers ∼30 kJ of ultraviolet light to tens of micrograms of fuel, while 
megajoules of driver energy and a fuel mass on the order of miligrams 
are required for hot-spot ignition (with the target mass scaling linearly 
with laser energy). However, the Lawson parameter is still relevant for 
sub-ignition-scale experiments on OMEGA, where it not only is used as 
a hydrodynamic scaling15–17 tool (Methods) but also plays a crucial role 
in navigating the experimental design space from an energetics per-
spective. Indeed, the fusion energy Ef can be written as the product of 
χ and the internal energy of the hot spot Ehs (see Methods for details) as

Ef ∝ Ehsχ. (2)

Two main takeaways are readily apparent from equation (2). First, 
although the main function of the Lawson parameter is to gauge how 
close an implosion is to igniting, it also serves as a proxy for the hot-spot 
fuel gain, which we define as the ratio of the fusion energy output to the 
hot-spot internal energy (Ghs ≡ Ef/Ehs). The constant of proportionality 
between Ghs and χ can be determined from simulations.

Figure 1 displays an ensemble of implosions simulated in the 
one-dimensional radiation–hydrodynamic code LILAC18, with χ ≤ 0.4. 
Each data point corresponds to a post-shot simulation of an OMEGA 
experiment where the target specifications (size and layer thicknesses) 
and experimental laser pulse are fed directly into LILAC. For implosions 
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Fig. 1 | The hot-spot fuel gain Ghs versus the Lawson parameter χ for a 
collection of LILAC simulations. We define Ghs as the ratio of the fusion energy 
to the hot-spot internal energy. The threshold Ghs = 1 (dashed line) does not 
correspond to a unique value of χ but occurs at χ = 0.18 for both linear and 
quadratic fits. On OMEGA, α heating has a negligible effect on yield and hot-spot 
energy, so χ may be calculated with α energy deposition turned off.
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scaled to use 2.15 MJ of direct-drive laser energy (the capacity of the 
NIF in indirect drive). In this Article, we first address how the hot-spot 
energy is determined, before discussing the adjustments that made 
the Ghs > 1 feat possible, then summarize the impact of these results. 
Additionally, we explain the theoretical underpinnings of how the neu-
tron yield was doubled in the latest OMEGA experiments, going from 
∼1.6 × 1014 at the beginning of 2021 to 3.1 × 1014 by the end of that year 
(which translates to the fusion energy increasing from 0.45 to 0.88 kJ),  
a record mark in cryogenic direct drive as well as the most fusion energy 
produced with a sub-megajoule-class laser.

Hot-spot inference model
Naturally, asserting with confidence that the fusion energy has sur-
passed the internal energy of the hot spot requires both of these values 
to be calculated in a reliable manner. In the case of the fusion energy, 
the calculation is relatively straightforward. Each DT fusion reaction 
produces a single 14 MeV neutron. Determining the fusion energy is 
therefore tantamount to measuring the neutron yield24.

Discerning the hot-spot internal energy is less routine. To begin 
with, there is no one-to-one correlation between the hot-spot energy 
and a lone observable like there is in the case of fusion energy and neu-
tron yield. Instead, we are left to infer the hot-spot internal energy by 
finding the spatial profile of the hot-spot pressure and then integrat-
ing it throughout the hot-spot volume. Furthermore, the value that 
is ultimately settled on is influenced by the choice of the theoretical 
model used for constraint. This work is not the first to infer the energy 
content of an ICF hot spot25,26. The model we have constructed, how-
ever, includes several features that are not typically included in such 
evaluations. The most meaningful additions are: (1) the inclusion of 
monotonically decreasing pressure profiles instead of isobaric (flat) 
profiles and (2) allowing the electron and ion temperatures to differ 
from one another. Momentum conservation leads to spatial variations 
in pressure when the implosion velocity is a substantial fraction of the 
hot-spot sound speed, and the electron and ion temperatures differ 
because their equilibration time is comparable to the burnwidth 
(∼60 ps) in high-performance OMEGA implosions. Including both 
of these effects is essential if the hot-spot core conditions are to be 
obtained with the highest degree of accuracy. For the fastest implo-
sions on OMEGA, the pressure at the edge of the hot spot can be as 
low as 50% of the value at the centre27, making evident the need for a 
non-isobaric model. Assuming thermal equilibration on OMEGA would 
artificially increase the hot-spot pressure by around 15%. Instead of 
assuming an isobaric hot spot, or describing the radial profiles of the 
partial pressures and temperatures with analytic functions that are left 

unaltered across all shot designs, we have opted to take the shape of 
these profiles from LILAC simulations and to glean their magnitudes 
from observables acquired using neutron and X-ray diagnostics24,28–31. 
A full description of the model used in this study is provided in Meth-
ods, and an example of an experimental X-ray image is provided in 
Extended Data Fig. 1.

Our model was first tested on synthetic experiments. We applied 
the model’s procedure to the same database of simulated OMEGA 
experiments that was presented in Fig. 1 and used synthetic neutron 
and X-ray data from those same simulations to infer properties of the 
hot spot. The strong agreement between the simulated hot-spot core 
conditions at bang time (the time of peak neutron production) and 
those inferred by the model is displayed in Fig. 2. Note that the model 
accurately recovers the state of the simulated hot spot across a remark-
ably diverse collection of shots. The outer diameters (ODs) in the set lie 
in the range of 760–1,060 μm, while the ice thicknesses are as thin as 
25 μm and as thick as 85 μm. The laser pulses used across the database 
are similarly varied. The dissimilar initial conditions lead to hot-spot 
environments that explore a wide parameter space. The central ion 
temperatures extend from 3 to 15 keV, while the pressures and energies 
span an order of magnitude across the database.

Design improvements
Many prior improvements in performance have revolved around sta-
bility and symmetry control, using techniques such as intentionally 
prescribing target offsets to mitigate low-mode asymmetries32 or mov-
ing to smaller target outer diameters to promote better illumination 
uniformity. The adjustments that followed, however, have focused 
primarily on one concept: coupling efficiency to the hot spot. Math-
ematically, the series of direct-drive transfer processes can be repre-
sented by the product of the laser energy EL with three efficiencies η as

Ehs = ELηabsηhydroηhs. (3)

Here, ηabs is the absorption fraction, the hydrodynamic efficiency 
ηhydro is the conversion of absorbed energy to shell kinetic energy (rocket 
efficiency) and ηhs is the transfer of kinetic energy to internal energy 
of the hot spot. In addition to delivering more energy to the capsule 
surface (detailed in Methods), a dedicated effort to improve the effec-
tiveness of the incident energy is equally important. The absorption 
fraction is diminished mainly by cross-beam energy transfer (CBET), 
which allows the light of incoming edge rays to be redirected into out-
going rays that are refracted away from the target33. One way to com-
bat this is by imploding larger-OD capsules so more rays are normally 
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Fig. 2 | Examples of the hot-spot inference model reproducing simulated 
stagnation metrics. First, OMEGA implosions are simulated in LILAC. a–c, The 
hot-spot inference model then uses synthetic data from these simulations to 
infer bang-time core conditions of the implosions for central ion temperature (a), 
pressure (b) and hot-spot energy (c). Points along the dashed lines correspond to 

perfect agreement between the values calculated from the inference model and 
the values extracted directly from the simulation outputs. Strong agreement is 
observed among a host of parameters and wide range of values, showing that the 
model is robust against changes in design.
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incident on the target and less refract. However, this can have a negative 
effect on stability because it leads to higher in-flight aspect ratios (IFAR, 
calculated as shell radius/shell thickness) and lower beam-to-target 
radius ratios (Rb/Rt). Both of these jeopardize the shell integrity and 
make it susceptible to ρR degradation and in-flight break-up34. Instead 
of increasing the outer diameter indefinitely, mid-Z dopants can be 
added to the ablator to foster greater collisional absorption of the 
incoming ‘pump’ rays and higher coronal temperatures, both of which 
reduce the CBET33. Laser energy is transferred to the plasma by causing 
collisions between ions in the corona against electrons oscillating in the 
electric field of the laser light. The presence of a dopant such as silicon 
(Z = 14), for example, facilitates a faster rate of collisions3,35. Adding as 
little as 5–7% (by atomic fraction) of silicon has been shown to enhance 
the absolute absorption on OMEGA by 10% through ‘A/B’ comparisons 
where the same laser pulse is used on targets with/without silicon. The 
inclusion of silicon serves the added benefit of diminishing the produc-
tion of suprathermal electrons arising from the two-plasmon-decay 
instability35,36, which prematurely heat the in-flight shell and cause it to 
decompress37,38, leading to lower ρR and lower χ. Thus, silicon addresses 
various sources of degradation that limit Ghs while simultaneously rais-
ing the hot-spot and fusion energies above the implosions reported on 
by ref. 8 in 2019 that used similar pulses on glow-discharge polymer 
(GDP) ablators (referred to below as GDP ‘χ-optimization’).

Although generating more yield is an important factor in increas-
ing χ, the designs that optimize χ do not necessarily optimize yield 
simultaneously. The latter consideration requires an approach that is 
more focused on one-dimensional (1D) characteristics. In essence, this 
means optimizing the yield by augmenting coupling to the hot spot, 
even at the cost of slightly reducing χ. The thin-ice DT liner is a class of 
target devised by ref. 27 explicitly for this purpose. These targets are 
intended to maximize energy absorption by putting as much as pos-
sible onto the largest-OD targets available. Figure 3 compares a DT liner 
target with one meant to optimize the Lawson criterion. Because the 
payload velocity diverges logarithmically with remaining mass fraction 
(in the simple rocket model3), starting off with a thin ice layer boosts 
ηhydro and enables implosion velocities as high as 600 km s−1. Because 
the mass ablation rate of indirect drive is roughly ten-fold higher than 
in direct drive, the hydrodynamic efficiency of laser-driven shells 
cannot compete with X-ray drive. Yet, direct-drive implosions make 
up for this gap by circumventing additional loss mechanisms that are 
present in indirect drive, such as finite hohlraum albedo. Addition-
ally, an indirect-drive target sits in a radiation bath that is isotropic 
and therefore never encounters many of the X-rays present in the 

cavity. In totality, out of the 2 MJ initially incident on a NIF hohlraum, 
approximately 15–20 kJ ends up as fuel kinetic energy39 (close to 30 kJ if 
the diamond ablator kinetic energy is added). The absorption in direct 
drive on OMEGA helps the shell acquire 1.5–2 kJ of kinetic energy and is 
therefore ∼5× more efficient at turning laser energy into kinetic energy.

One of the key components to realizing ignition on the NIF was 
improving the conversion of kinetic energy to internal energy by 
decreasing coast time, to avoid early decompression of the shell40. This 
is because a thin, dense shell stagnates all at once like a hard piston, in 
contrast to a distended, puffy shell that struggles to do work on the hot 
spot41. The functional dependencies of the simulated transfer efficiency 
from shell-kinetic to hot-spot internal energy can be obtained from a 
non-linear regression on the IFAR and the adiabat α. This is shown in 
Fig. 4a, where α is defined as the ratio of pressure in the shell to the 
Fermi-degenerate pressure of a fully ionized DT plasma at the shell 
density. The fit leads to the relation

ηhs = (0.0456)IFAR0.85α0.22. (4)

This trend is corroborated in experiment, as illustrated by Fig. 4b, 
which shows that high-IFAR, ultra-high-velocity liners are capable of 
delivering the most energy to the hot spot. The transfer efficiency is 
reduced by roughly 15% in experiment with respect to the 1D simula-
tions. Three-dimensional effects such as low-mode asymmetries allow 
the shell to retain kinetic energy even at peak compression, which 
ultimately degrades the hot-spot pressure and yield42.

Table 1 provides a summary of experimental results from a selec-
tion of OMEGA implosions. Upon inspection, the table supports a 
number of expected trends. First, while the large IFAR values of liners 
give rise to their elevated transfer efficiencies, the only way to stave off 
the instabilities that would otherwise break the shell apart is to raise 
their adiabat (entropy)27,43–47. This comes at the detriment of target 
convergence, which keeps their hot-spot pressure low. The liners are 
able to produce high yields in spite of these low pressures, not just 
because of the high temperature at the core but also because it remains 
above thermonuclear temperatures (∼1 keV) out to a considerable 
radius. In other words, what liners lack in terms of density, they make 
up for with sheer volume. For instance, the hot-spot volume of shot 
number 102360 is ∼3.5 fold larger than that of shot number 102154, and 
it produces more yield despite having less than half the hot-spot pres-
sure. This realization gives added understanding to the high transfer 
efficiencies of liners displayed in Fig. 4. The extra energy coupled to 
the hot spot in liner implosions does not manifest as elevated energy 
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target optimized to produce the highest possible fusion yield. b, In contrast, 
a target intended to optimize the Lawson criterion χ. The liner in a has a much 
higher surface area and thinner ice layer than the χ-optimization target, which 
leads to an implosion with ultra-high velocity (∼600 km s−1), in contrast to the 

level of ∼500 km s−1 accessed in χ-optimization shots. Both targets have bi-layer 
plastic ablators: the hydrocarbon (CH) outer layer doped with silicon (CHSi) 
promotes better laser absorption and laser–plasma instability mitigation, while 
the deuterated hydrocarbon (CD) layer beneath maintains the hydrodynamic 
efficiency. c, A comparison of the 30.8 kJ multi-pulse driver laser pulse of a DT 
liner versus the 28.5 kJ SSD pulse of a χ-optimization shot.
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density (pressure) but rather by heating up a larger volume of plasma in 
accordance with the predictions presented in ref. 27. Additionally, note 
that shot number 102360 falls below the χ range (0.15–0.2 according to 
Fig. 1) where Ghs is expected to surpass unity, which is validated experi-
mentally. By contrast, shots number 102154 and 103952 have Lawson 
parameters that reside within this range and indeed produce Ghs > 1.

When the hot-spot inference model is applied to the experimental 
database of past shots on OMEGA, it is revealed that a number of recent 
implosions, including a number of thin-ice DT liners, demonstrate 
fusion outputs larger than the internal energy of the hot spot required 
to induce the fusion reactions therein. Recall that, on OMEGA, heating 
of the hot spot comes almost exclusively from the piston-like com-
pression performed by the surrounding dense shell. The dimensions 
of the hot spot are smaller than the mean free path of the 3.5 MeV α 
particles created in DT fusion reactions3, and therefore the level of α 
heating generated in these implosions has a negligible effect on both 
the yield and internal energy. The importance of creating yield on the 
strength of compression alone is that this is a key ingredient even in 
ignition-scale implosions, because ignition is a dynamical process.  
If a hot spot is unable to produce a high reaction rate during the com-
pression phase of the implosion, α deposition will be inconsequential 
even if the assembly is much larger than the α mean free path, since the 
energy carried by the fusion products will be negligible with respect to 
the hot-spot energy (which is why χ has an explicit yield dependence in 
equation (1) in addition to ρR). In every DT reaction, 20% of the energy 
release is imparted to the α particle, meaning Eα > 0.2Ehs when Ghs > 1.

As a consequence of equation (2), the slope of an Ef versus Ehs plot 
represents a measure of implosion quality and is proportional to χ.  
Figure 5 shows the fusion energy plotted against the hot-spot energy for 
a series of recent OMEGA implosions, with a slight majority correspond-
ing to Ghs > 1. That this demonstration was realized with only ∼30 kJ is 
noteworthy because of the potential benefits that may lie in hydrody-
namically scaled versions of these shots. While Ehs scales linearly with 
laser energy, the fusion energy scales faster, even in the absence of α 
heating. In 1D, Ef ∝ EL

1.43, primarily because the confinement time scales 
with target radius, but also because the temperature improves with size 
as a result of weaker thermal conduction losses. In spherical geometry, 
the ratio of surface area to volume grows with radius R like 1/R, so the 
heat flux from the hot spot to the cold shell has a smaller impact for large 
targets. When the α particle energy deposition becomes an important 
factor at ignition-relevant scales, it too has a more pronounced effect 
on the fusion energy than it does on internal energy. This is because the 
energy of the hot spot is proportional to its temperature T, while the 
temperature dependence of the fusion reactivity ‹σv› is much stronger 
(<σv> ∝ T4 at a few kiloelectron volts)3. Even below the ignition threshold, 
it is possible for the main contribution to the hot-spot energy to come 
from α particle deposition, eclipsing the compression work done by the 
shell. This distinction, referred to as the burning plasma regime, is inac-
cessible on OMEGA owing to the aforementioned energy deficit. How-
ever, ref. 23 report that the highest performing implosions on OMEGA 
have entered a regime where, if hydroscaled to 2.15 MJ of laser drive, 
would indeed produce a burning plasma.
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Fig. 4 | The transfer efficiency ηhs of kinetic to internal energy in both 
simulation and experiment. a, A predictive model for the transfer efficiency 
from shell kinetic energy to hot-spot internal energy in 1D simulations. The 
dashed line represents a perfect prediction. The only variables used to train this 
model are the IFAR and adiabat α, which finds ηhs = (0.0456)IFAR0.85α0.22, although 
a similar model can be formed that finds ηhs ∝ vimp1.9. b, Experimental values of 
the transfer efficiency from shell kinetic energy to hot-spot internal energy in 
OMEGA direct-drive implosions. Error bars represent one standard deviation. 

The plot verifies that the IFAR is the dominant force in determining transfer 
efficiency. The high-IFAR DT liner implosions27 (red diamonds) demonstrate 
higher efficiency than χ-optimization implosions using either GDP ablators8,48 
(orange dots) or silicon-doped hydrocarbon (CHSi) plastic (blue squares). In 
experiment, unlike 1D simulations, low-mode perturbations also have an effect 
on transfer efficiency, as residual kinetic energy impedes efficient conversion to 
internal energy, which is responsible for the reduction in ηhs.

Table 1 | Experimental results of three high-performance OMEGA implosions

Shot number OD/ΔDT (μm) Ef/Ehs (J) χ α Vhs (105 μm3) <Ti>/T0 (keV)a <P>/P0 (Gbar)

102154 935.3/44.5 627/603 0.19 5.1 0.61 4.7/6.6 73.6/76.3

102360b,c 1,013.4/34.6 747/812 0.13 8.9 2.11 6.0/8.4 32.0/34.9

103952c 1,018.0/39.5 871/838 0.16 6.3 1.50 5.8/8.2 43.2/46.2

The capsule outer diameter and initial ice thickness are labelled as OD and ΔDT, respectively. The fusion energy Ef is the total energy released in both the neutrons and α particles. The hot-spot 
energy Ehs, Lawson criterion χ, total central pressure (ion plus electron) P0 and central ion temperature T0 are determined by using the hot-spot inference model devised for this study. <Ti> and 
<P> are the neutron-averaged ion temperature and neutron-averaged total pressure, respectively. The adiabat α is the ratio of the plasma pressure to the Fermi-degeneracy pressure during the 
acceleration phase. The hot-spot volume Vhs is obtained using X-ray images as explained in Methods. aThe minimum ion temperature measured among a suite of neutron time-of-flight (nTOF) 
detectors located along various lines of sight. bThe only capsule without Si dopant. cThin-ice DT liner.
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Methods
Relationship between hot-spot fuel gain and the Lawson 
parameter
The fusion energy is given by

Ef = ϵf∫ dt∫ d3r nDnT⟨σv⟩, (5)

where εf = 17.6 MeV is the energy released in one DT reaction, nD and nT 
are the deuteron and triton number densities, respectively, and <σv> 
is the DT reactivity. Unlike the dense confining shell, it is assumed 
that the hot-spot plasma is at a sufficiently high temperature and low 
enough density so as to be neither strongly coupled nor degenerate3, 
which permits an ideal gas treatment for the hot-spot equation of state. 
Under this assumption, Ef ≈ εf(P2/T2)<σv>Vhsτ, where P and T are the 
plasma pressure and temperature, respectively, Vhs the hot-spot volume 
and τ is the burnwidth (duration). Manipulating this relation leads to

Ef ∝ Ehs (
Pτ

T 2/ϵf⟨σv⟩
) , (6)

where Ehs is the internal energy of the hot spot. Recalling that χ ≡ (Pτ)/
(Pτ)ignition allows for a more transparent representation of the fusion 
yield to be arranged as

Ef ∝ Ehsχ. (7)

Defining the hot-spot fuel gain as Ghs ≡ Ef/Ehs leads directly to

Ghs = Cχ, (8)

where the constant of proportionality C is best determined from  
radiation–hydrodynamic simulations.

Inferring the hot-spot energy
A direct measurement of the hot-spot internal energy in an ICF  
implosion is not feasible. However, this quantity can be inferred if 
neutron and X-ray diagnostics are able to provide the necessary meas-
urements to derive the hot-spot pressure from the neutron yield, ion 
temperature and hot-spot volume. The latter is inferred from X-ray 
self-emission images.

The first measurable quantity of interest is the neutron yield Yn. 
For thermonuclear plasmas, the specific reaction rate (reactions per 
unit volume, per unit time) Rij between two species i and j is given by

Rij =
ninj

1 + δij
⟨σv⟩ij, (9)

where ni is the number density of species i, <σv> is the reactivity of the 
reaction in question and δij is the Kronecker delta. The total neutron 
yield from reactions between deuterium and tritium is obtained by 
integrating the specific reaction rate over time and space as

Yn = ∫ dt∫ d3r nDnT⟨σv⟩, (10)

where the subscript has been dropped from the reactivity for brevity. 
Because the hot-spot plasma has a Coulomb coupling parameter Γ « 1 
and is non-degenerate (Ti » TF), we are able to use an ideal gas equation 
of state to relate the ion number density ni to the ion partial pressure Pi 
and ion temperature Ti as ni = Pi/(kBTi). We assume a single temperature 
for both ion species owing to their relatively small mass difference, 
but allow for the composition of the plasma to differ from that of an 
equimolar mixture. The ion number density can then be substituted 
into the yield equation to yield

Yn =
fD fT
kB

2 ∫ dt∫ d3r Pi
2

Ti
2 ⟨σv⟩, (11)

where fi is the species fraction of species i and kB is Boltzmann’s 
constant.

Equation (11) can be simplified by substituting static profiles for 
time-dependent variables and replacing the integral over time with a 
finite burn duration factor. If the neutron production rate ̇Y  were a 
perfectly Gaussian function in time, replacing the temporal integral in 
equation (11) with the the burnwidth τ (full-width at half-maximum, 
FWHM) would result in static profiles corresponding to a production 
rate ̇Y∗ that is larger than the bang-time rate ̇Ybt  by a factor 
√π/ ln(16) ≈ (1.06). By definition, the highest neutron rate occurs at the 
bang time. Therefore, the static profiles need to be depressed. This is 
handled by replacing the temporal integral with τ′ = cτ , where the 
constant c ≈ 1.1 has been determined by imposing c ≡ Yn/(τ ̇Ybt)  and 
examining an ensemble of 1D simulations. This accounts for the afore-
mentioned 6% increase, along with an additional correction for devia-
tions from Gaussian shape in the neutron signal.

We assume the pressure and temperature to be isotropic, and 
reconstruct the spatial dependence of these quantities Q by represent-
ing them as a dimensionless ‘shape function’ Q̂(r), multiplied by a cen-
tral value Q0 possessing the dimension of Q,

Q(r,θ,ϕ) ≈ Q0Q̂(r),

Q̂(r = 0) = 1.

If we also normalize the radial coordinate with the hot-spot radius 
as x ≡ r/Rhs, then the recovered function Q̂(x) can be taken directly from 
LILAC simulations. That is, we assume that, while the magnitude of the 
pressure, temperature etc. differ between experiment and simulation, 
their shapes should be similar.

Using this new formulation, the yield can be rewritten as

Yn = bτ′ (
P0,i

2

T0,i
2 )R

3
hs∫

1

0
x2

̂Pi
2

̂Ti
2 ⟨σv⟩dx, (12)

where b = (4πfD fT/kB
2). Typically the ice layer of an OMEGA target has 

a D-to-T ratio of 40:60, while the vapour is 50:50. To settle on a single 
number for each species fraction, LILAC simulations are used to esti-
mate the percentage of yield coming from the vapour and ice, respec-
tively. The appropriate weighting factors are then used to converge on 
the hot-spot composition. The radial integral in equation (12) is taken 
from the target origin to the hot-spot boundary. Because the transition 
from the hot spot to the cold shell is continuous, the value input as the 
hot-spot edge must be chosen with care. Ideally, this would be acquired 
via neutron imaging. Although the Omega Laser Facility does not cur-
rently have neutron imaging, X-rays can be used instead to find the 
desired volume. Historically, this is given by the X-ray R17 value, that is, 
the radius at which the X-ray self-emission intensity has decreased to 
17% of the maximum intensity. Previous work by ref. 49 shows that 
photons with energies between 15 and 20 keV are emitted from the 
same region that produces DT neutrons. Each channel of the spatially 
resolved electron temperature (SRTe) diagnostic is sensitive to a dif-
ferent photon energy range. The strongest correlation between the R17 
and the neutron-producing region for shots with temperatures ∼5 keV 
is observed from synthetic data of the SRTe’s fourth channel, which 
detects X-rays with Eγ ≈ 20 keV. These synthetic data show that, in simu-
lations, the region enclosed by the R17 from SRTe channel 4 accounts 
for the vast majority of the neutron source, ranging between 93% and 
95% in high-velocity implosions. The X-ray R17 is valid even in the pres-
ence of ellipticity in the hot-spot shape, as it is obtained from a 
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two-dimensional super-Gaussian fit. However, it should be noted that 
the majority of recent high-performing implosions are round and 
exhibit negligible ellipticity. An experimental SRTe image of shot 
102154 is given in Extended Data Fig. 1, having a semi-major axis to 
semi-minor axis ratio of a/b = 1.03 ± 0.02.

From the neutron time-of-flight (nTOF) spectrum, a burn-averaged 
ion temperature can be extracted with the form

⟨Ti⟩ =
∫ dt∫ d3xTinDnT⟨σv⟩
∫ dt∫ d3xnDnT⟨σv⟩

. (13)

Applying each of the previous approximations leads to a central 
ion temperature given by

T0,i = ⟨Ti⟩
∫10 x2( ̂Pi/ ̂Ti)

2
⟨σv⟩dx

∫10 x2 ( ̂Pi
2
/ ̂Ti) ⟨σv⟩dx

. (14)

Now that an expression for the central ion temperature has been 
found, the yield equation can be inverted to isolate the central pressure as

P0,i = b−1/2⟨Ti⟩R−3/217 √
Yn
τ′

√∫10 x2( ̂Pi/ ̂Ti)
2
⟨σv⟩dx

∫10 x2 ( ̂Pi
2
/ ̂Ti) ⟨σv⟩dx

. (15)

The contribution to the hot-spot internal energy coming specifi-
cally from the ions is then simply given by integrating the ion pressure 
over the volume of the hot spot. The result is

E ionhs = 3
2 (4πR

3
17)P0,i∫

1

0
x2 ̂Pidx. (16)

The rebound shock and subsequent compression of the hot spot 
preferentially heat the ions over the electrons. Since the equilibration 
time between ions and electrons is longer than the burnwidth, the elec-
tron temperature is below the ion temperature throughout the hot spot 
(in the cold shell, the temperatures are similar owing to the faster equi-
libration time). In a characteristic hot-spot plasma, the Debye length is 
much shorter than the temperature and density gradient scale lengths. 
We therefore have the freedom to impose quasi-neutrality ni(r) = ne(r) 
where ne is the electron number density. This means that the ratio of 
species pressures at any location is equal to the ratio of temperatures 
at that same point, including the centre value. We define this central 
temperature ratio Trat as Trat ≡ Te(0)/Ti(0) = Pe(0)/Pi(0), where Te and Pe are 
the electron temperature and electron pressure, respectively. If we can 
calculate Trat we will be able to immediately determine the electronic 
contribution to the hot-spot internal energy.

From the ideal gas equation of state,

Te(r) = Pe(r)
Ti(r)
Pi(r)

= P0,i
T0,e
T0,i

̂PeT0,i
̂Ti

P0,i ̂Pi
,

or, in terms of our desired variable Trat,

Te(r) = T0,iTrat ̂Ti
̂Pe
̂Pi
. (17)

It is most useful to connect the central temperature ratio to another 
experimental observable so as to add one more constraint to our sys-
tem. In the same fashion as equation (13) defines the neutron-averaged 
ion temperature, a neutron-averaged electron temperature appears as

⟨Te⟩ =
∫ dt∫ d3r TenDnT⟨σv⟩
∫ dt∫ d3r nDnT⟨σv⟩

. (18)

Eliminating the electron temperature with equation (17) and apply-
ing the same general assumptions and change of variables as before 
leads to

⟨Te⟩ = T0,iTrat
∫10 x2 ̂Pe ( ̂Pi/ ̂Ti) ⟨σv⟩dx

∫10 x2( ̂Pi/ ̂Ti)
2
⟨σv⟩dx

. (19)

It is now beneficial to use equations (19) and (14) to rewrite the 
temperature ratio in terms of the measured quantities and integrals 
of known radial profiles. Utilizing equation (15), we obtain the total 
hot-spot internal energy (represented here in its full, explicit form) as

Ehs = kB⟨Ti⟩R3/217 √
9πYn
fD fTτ′

√∫10 x2( ̂Pi/ ̂Ti)
2
⟨σv⟩dx

∫10 x2( ̂Pi
2
/ ̂Ti)⟨σv⟩dx

[∫10 x2 ̂Pi dx

+ ⟨Te⟩
⟨Ti⟩

∫10 x2( ̂Pi
2
/ ̂Ti)⟨σv⟩dx

∫10 x2 ̂Pe( ̂Pi/ ̂Ti)⟨σv⟩dx
∫10 x2 ̂Pe dx].

(20)

While the model presented here has been constructed primarily 
to calculate the hot-spot energy, the information that must be gath-
ered to make that determination can be used to infer other quantities 
as well. These include scalar quantities such as the hot-spot mass, as 
well as radial profiles such as the specific reaction rate (equation (9)), 
or the reaction rate linear density 4πnDnT<σv>r2. Uncertainties in the 
model-estimated parameters are obtained by Monte Carlo sampling, 
assuming that the uncertainties on the experimental inputs are nor-
mally distributed.

Hydrodynamic scaling
For sub-ignition-scale experiments, theory and computation can be 
used to infer the yield that could be achieved with a more energetic 
driver if the same core conditions produced on OMEGA were realized 
on a larger system, referred to as hydrodynamic scaling15–17. Note that 
hydrodynamic scaling takes into account only the geometric benefits 
of driving a larger system. If α particle deposition is considered, any 
increase in α heating comes as the result of the hot-spot volume growing 
proportional to the laser energy E, not because of an increase in com-
pression. When scaling up to the energy available at the NIF, this essen-
tially amounts to multiplying the OMEGA χ by a factor (ENIF/EΩ)

1/3 ≈ 4.2.

Laser energy delivery with the multi-pulse driver
Short of major renovations to the laser itself, bumping the laser energy 
above the 28.5 kJ level that is consistently delivered on OMEGA requires 
greater conversion from the natural 1,053 nm (infra-red) line of an 
Nd:glass laser to the frequency-tripled (3ω) ultraviolet light that irradi-
ates the target. This is done by ramping up near the 30 TW limit earlier 
in the drive and compressing the pulses in time (shortening them below 
2 ns), and/or employing the multi-pulse driver technique, which turns 
off smoothing by spectral dispersion (SSD)50 during the main drive. 
These improve frequency conversion efficiency and can make avail-
able up to 31.5 kJ of UV energy on target, around 10% higher than with 
full-bandwidth SSD on during the entire pulse. Turning off SSD also 
causes an effective shrinking of the beam diameter by around 10%, 
which reduces the CBET and enhances the absorption.

Experimental diagnostics
Several important measurements need to be made to properly infer the 
hot-spot internal energy. From equation (20), we see that measurements 
of the average ion and electron temperature, the hot-spot radius, the 
burnwidth and the neutron yield constitute the requisite parameters 
for this calculation. This is made possible by the Omega Laser Facility’s 
comprehensive suite of diagnostics. The energy spectrum obtained 
by neutron time-of-flight detectors30 are able to reveal not only the 
DT and DD neutron yields also but the ion temperature. Cu activation 
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detectors24 are also used to measure the neutron yield. Areal densities 
are measured on the nTOF via neutrons backscattered off of plasma 
ions, and on a magnetic recoil spectrometer51 using forward scattering. 
Images of the hot spot are taken by the single line-of-sight time-resolved 
X-ray imager29, Kirkpatrick–Baez framing camera, gated monochro-
matic X-ray imaging diagnostic and spatially resolved electron tem-
perature diagnostic31. The burnwidth (duration) and bang time (time of 
peak neutron rate) are measured by the neutron temporal diagnostic28.

Data availability
Raw data were generated at the Laboratory for Laser Energetics and 
are not available to the general public. Derived data supporting the 
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Extended Data Fig. 1 | SRTe x-ray Image. Spatially resolved electron 
temperature (SRTe) diagnostic experimental x-ray image of shot number 102154. 
The photon simulated luminescence (PSL) is an analog for brightness. Fourier 
analysis of the hot-spot modes show that the ℓ = 2 mode is typically dominant in 

OMEGA implosions, and the inferred hot-spot volumes account for ellipticity. 
The majority of recent high-yield OMEGA implosions are round, with low 
semi-major to semi-minor axis ratios a/b. For example, shot 102154 has  
a/b = 1.03 ± 0.02.
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